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SUMMARY

The Noetica Technical Support team provides a service limited to 2nd line and 3rd line technical support levels

for Noetica software-related issues.Pleaserefer to our Noetica Technical Support Policy Documentation for further

information on the responsibilities of Noetica Technical Support Services.

This document describesthe first line troubleshooting stepsthat must be carried out by your own
IT Support owners. Thesetasks should be performed prior to escalatinga problem into the Noetica
Service desk.

It isout of the scope of this document to provide a step-by-step guide to support Microsoft Windows
instructions. Noetica assumesyour own IT support is familiar with the Windows ServerOperating
System. Restarting Windows Services, reading Windows EventLogs and checking system environment
variablesas well asmanagementof supporting Networking functionality including routing, DHCP,DNS
and firewalls are deemed to be out of Noetica scope.

If you have any questions, please contact Noetica and ask to speakto our Technical Support Manager.

PLATFORM ARCHITECTURE

Every customer would havetheir own arrangement of servers, but generally each platform is made up of the
following servers;

1.Database / SQL Server.

2. Synthesys/MiCC Outbound Core Application Server.

3. Web Server.

4. Noetica Voice Platform/Call Manager.
- With SIPconnectivity to an external service provider.
OR SIPconnectivity to another telephony platform/PBX.

Our platform prerequisites detail the minimum system requirements for Noetica software on each server.
For smaller deployments serverscan perform dual roles or for larger deployments multiple web and NVP/Call
Manager servers can exist.

NVP Server Web Server
NVPO1 Web01

App Server
App01

SQL Server
SQLO1
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VERIFYING SYNTHESYS™/MICC OUTBOUND SERVERS AND SERVICES ARE OPERATIONAL

Prior to escalatingany issueinto the support desk, please verify the entire Synthesys/MiCC Outbound platform
including server and its servicesare up and running. In the event that one of the serversor servicesis not
operational, pleaseensure the stepsbelow are followed to restore them.

You should connect and login to your serversusing remote desktop connection to ensurethat the server
is reachable to the network and functional.

RESTART ORDER

The order for restarting the Serversis extremely important, asthis allows servicesto start up and connect
in a particular way where dependencies are present between the serversacrossthe platform.

Serversshould be restarted in the following order and sufficient time should be left between restarting one server
and the next to allow serversto fully boot and finalise any operating system updates.

At ahigh level, the following checks should be performed;

1. SQL
Check SQL serverand SQL reporting services are up and running before rebooting the next machine.

2. APP
Check all Synthesysservices are up and running before rebooting the next machine.

3.WEB
Check all SynthesesWeb servicesare up and running before rebooting the next machine.

4. CTI(NVP/MiCC-CM)
Check all Noetica Voice Platform servicesare up and running.
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SQL SERVER

Unlessyou hold additional SQLDBA support within your Noetica software agreement then we do not cover
the operation and maintenance of your database server, this includes the maintenance, backups or the correct
performance operation of Microsoft SQL Server.Noetica does provide arecommended maintenance plan for
Synthesys/MiCC Outbound databases (this can be supplied on request).

If you have just restarted your platform or the SQL instance supporting the application databasesis not responding
then the SQL Serverservices should be checked;

Run ‘Services.msc’ and check “SQL Server (MSSQLSERVER*)"is running
'-E.ﬁ:% S0L Server (MSSCLSERVER) Running

If you are using our ‘Standard Reports’ you should verify ‘SQL Server Reporting Services (MSSQLSERVERY)'isalso in
the ‘Running’ state.

'-fj:};; 5CL Server Reporting Services Funning

SQL SERVER RESTART CHECK LIST

SQL Servicesare running.

Serverresources are healthy.

Any SQLimport/maintenance jobs havefinished running.

Expensivequeries or non standard reports are not running againstthe live SQL databasesused by the
application.

SQL Error logs are clean.

Windows Eventlogis not reporting any application errors.

AN NN S S

SQL SERVER RECOMMENDED BEST PRACTICES

The SQL Serveris configured in the most optimum manner. Including memory allocations, disk & RAID
configuration, separation of data (MDF) and log (LDF)files.

Database backups should be managed.

Database maintenance should always be carried out outside of core operational hours including reindexing and
organisation.

Non standard reports or expensive queries should not be run on the SQL server during operational hours.
RegularDatabaseintegrity and consistency checks are performed.

SQL Data File size checks against SQL Data storage within these files.

SQL Log file growth, truncating and backup.

Forlarger sites, the use of Data Warehousing or a separate archived database should be implemented.
Management of SQL Replication to separatereporting instances.

Daily review of SQL jobs, tasks and event logging.

Setup of email notifications is advised.

ANANANA Y Y 0 N N NN

APPLICATION SERVER

The Synthesys/MiCC Outbound Application Serveris the heart of the solution and is where the ‘Core’application is
installed. If you have just restarted your platform, run ‘Services.msc’and check the below Windows servicesare in a
‘running’ state.

'-.*'i& Synthesys Core Services Running
'-f:l'; Synthesys.5ervice (Default) Running
'-.‘-'il‘; Synthesys.5ervices. Tenant General (AgentDiary) Running
'-le;'; Synthesys.5ervices. Tenant General (Default) Funning
'-.,fil'; Synthesys.5ervices. Tenant General (Entity) Running
'-fil}; Synthesys.5ervices. Tenant General (Events) Funning
'-fil'; Synthesys.5ervices. Tenant General (FileUpload) Running
'-.‘-'il‘; Synthesys.5ervices. Tenant General (ImprovedEntity) Running
'-le;'; Synthesys.5ervices. Tenant General (Cutputs) Funning
'-.,fil'; Synthesys.5ervices. Tenant General (UserManagement) Running
'-fi& Synthesys.3ervices. Tenant General (Webserver) Funning

'-fil'; Synthesys.5ervices. Tenant General (WorkspaceManagement] Running

Pleaserestart any service that are in a stopped state. If they fail to start, investigation will be required and a ticket
being logged with Noetica Technical Support.
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APPLICATION SERVER - SYNTHESYS CORE SERVICES CONTROL PANEL

The ‘Synthesy Core Services’service ascan be seenin the above image can be described as the engine of the
application and is the first Windows service in the sequenceof servicesthat needsto be running. The service
housescore components such asthe predictive dialler, APland Web services,data import/export utilities and CTI
integration and runs these as subsidiary services. The Control Panelallows you to accessand interact with these
services and check their state.

To accessthe Control Program, you can run the shortcut on the desktop of the application serverwhich is installed
for all users.

Control Panel

If you do not seethe shortcut, you can launch the Control Paneldirectly from the following path \[APPSERVER
NAME]\Synthesys\Server\bin\CoreServicesControlPanel.exe

Core Services Control Panel - o x

Services  Advanced Logs

Neme Description Status A
Souder Processes ol me communication between Syrtheays services + Syntheays clents Runnng
Evert Service Cortols of Evert/Error logs sert round the Syrthesys Rurning
EventLogger Inserts eventiog meesages reo appropriate evert log fle Running
Licance Sandce Cortrols the beanang of the Syrhasys softwar Funning
CT1 Senvice Loge al Cal Telephony Integration between telephone swich « Synthesys worketations Running
Sequence Service Services ol mauests from the Call Tracker + adds avents into the evert table Sopped
Queue Manager Senvice Controls all outbound customers in the O/B queue and queues cals Rumning
Customes Seace Handes ol CRM mauasts Runnng
Packet Sender Handies ol fles and requests for the Queue Manager Rurming
PredctrveDialer Deivers ol Outbound Calls Runnng
Recycng Recycles cals from recycle scripts in the Outbound Maneger Rurng
SQI Service Supports al Gueung operabons Furnng
DECataiog Service selects Selective Queung lrport dete source Rurning
SQM Senvice runs the Syrtheeys Queus Montor Running
Fapot Sader Sandce Calculntes all mpod schadules Running
HTML Emad Service Send hemi reponts schedued In campaign manager Running
Highway DBCombobox Serv  handies rquests from the Noetica Databiase Integrated Combobox control Funning
PopWatch Senvice retnves emads by creating new nbound active calis in Syrthesys Running
Answercal Order Service handies sl mquests from the Noetica Answercall Order control Running
DataViewerService hendies ol requests from the Noetica DataViewer cortrol Rurming
Activator Senvice Lopos popwatch by stagoenng the delvery of emala Rumnng
Syrthesys XChange Syrtbesys Swtch Rurwg
Syrehesys Swich inteface Runnng
HouseKeeper Mairtain the Syrthesys soltware on the server Rurming
TokenServer Enaures that only one Gueue Operation froe OBManager is running & once Funning
Callogger Popuistes the Phosnix_Statistics table weh al cals and C Tl actions Aunning
Live Montor Senvice Performs database work for Live Mongor Running
(GSCSchaduer Sanvice (obal State (hange senvice Funning
_Surshane Bd SMS Sandra__handae sl SMS mexmete _Burinn_ ¥
Machine Name [NOETSTESTO! | |
Syrtheeys Core Senvwoee Status |Runing: Syrtheeys Verson R19.03 | [1057.18 |

If aservice is not in the running state, you can right click on the service and select to ‘start’ the service. This should
be attempted to seeif the problem isresolved.If they fail to start, investigation will be required and a ticket being
logged with Noetica Technical Support.

APPLICATION SERVER RESTART CHECK LIST

v Servicesare running.

v All Core Servicesin control panel are running.

v CTlintegration services (Mitai Interface) are running.
v Serverresources are healthy.

v Windows Eventlognot reporting any application errors.

APPLICATION SERVER RECOMMENDED BEST PRACTICES

SynthesysWindows servicesare set to automatic delayed start.

Application service user passwords are strong and set to never expire. If passwordsdo need changing this
should be scheduled with Noetica for reconfiguration to take place.

Service users should be local admins of the machine.

Fragmentation levels of disks are checked periodically.

Virus exclusionsare in place.

Network/bandwidth performanceregularly monitored.

Servicemonitoring in place.

UAC should be disabled.

Windows updates should be enabled and configured to only run outside of operational hours.

SSSNNNSNSN KN
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WEB SERVER

The Web Serversare used to deliver the Synthesys/MiCC Application’s via the web browser to the agents.
If you have restarted the serveror can no longer accessany of the front facing websites such as the agent portal
then please conclude the following checks.

Run‘Services.msc’and check the following services are in a ‘Running’ state.

10, Synthesys.Service (Default) Running
;%S)mthes-ys.Sewices.Tenant General (Default) Running
-{_,*i Synthesys, Services. Tenant General (Webserver) Rurnning

The web services operate under Microsoft 1IS (Internet Information Services). Pleasecheck that IISis up and
running on your serverand that the service ‘World Wide Web Publishing Service’is in a ‘Running’ state.

@Wurld Wide Web Publishing Service Running

Checks should be performed using the 11S Manager to ensure that ‘Synthesys General’ and Synthesysrelated
websites are operational (not stopped) and the related Application Poolsare operational. An IISreset can also be
performed if needed.

WEB SERVER RESTART CHECK LIST

Servicesare running.

Serverresources are healthy.

[ISis running and functional.

All front end sites are accessible.

Connection from Agents machine is allowed over the network and not restricted by network/server congestion
or abottleneck via a VPN connection or proxy server for instance.

Agents canlog in and start work.

Windows Eventlogsnot reporting any application errors.

AN YR N N N N N

WEB SERVER RECOMMENDED BEST PRACTICES

SynthesysWindows servicesare set to automatic delayed start.

Application service user passwords are strong and set to never expire. If passwordsdo need changing this
should be scheduled with Noetica for reconfiguration to take place.

Service usersshould be local admins of the machine.

Fragmentation levels of disks are checked periodically.

Virus exclusionsare in place.

Network/bandwidth performanceregularly monitored.

Servicemonitoring in place.

UAC should be disabled.

Windows updates should be enabled and configured to only run outside of operational hours.

I1IS application pools configured to recycle out of operation hours.

I1ISlogging disabled and switched on only when required.

Forlarger deployments multiple web serverscan be used and load balancing can be implemented.

ANANANA Y N N N N N N
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NVP/CM SERVER CHECKS

The Noetica Voice Platform/Call Manager server handlesthe telephony element of the application and allows the
application to make/receive calls via a dedicated sip trunk. The SynthesysApplication Serverwill communicate
directly with the Noetica Voice Platform to enable the telephony integration.

The Noetica Voice Platform (Call Manager) is comprised of a number of key elements;

» Noetica DSP Service: This services handles all SIPsignalling and RTPtraffic in and out of the server.lt is
therefore very important that firewall/group policies are only changed with careful consideration. You should
ensure that guidance is provided by your SIP provider and Noetica if any changes are required here.

* Noetica Voice Platform XChange Services: Theseare the NVP core servicesthat interface with the application.
They also handle the ACD, IVR’s,Call Recording and other functionality required for the NVP to operate.

» SIPline connectivity: Connection to a SIPProvideror MiVB/MiVC will be defined in the configuration on this
server.

» Call Recording: The NVP will provide call recording (Full, Agent & Customer)— aslong asit is correctly
enabled. This necessitatesthe need for the NVP Serverdisk configuration to be correctly setup and sized for
the storage of the call recordings. It is possible for the NVPto move call recordings to an alternative storage
location after recording; this could be onto a separate SAN disk or NAS device.

Run‘Services.msc’and check the below Windows services are in a ‘running’ state.

:@};Nuetica DsP Running
@.J',Nuetica Voice Platform Running
:@};Nuetica Voice Platform-ACD Running
-E:';}, Moetica Voice Platform-EventLogger Running
-@, Moetica Voice Platform-Switchinterface Running
@;},Noetica Voice Platform-2Change Running

NOETICA VOICE PLATFORM/CALL MANAGER RESTART CHECK LIST

AN Y N N N N N

Servicesare running.

Serverresources are healthy.

Softphone registration works and configuration is correct.

Connection from Agents machine is allowed over the network and not restricted by network/server congestion
or abottleneck via a VPN connection or proxy server for instance.

Two way audio can be established and if not firewall/routing hasbeen checked.

The SIPprovider is providing an optimum level of service.

The SIPtrunk to MiVB/MiVC or other telephony switch is online and can be pinged.

NOETICA VOICE PLATFORM/CALL MANAGER SERVER RECOMMENDED BEST PRACTICES

AN NN NN N N N N

SynthesysWindows servicesare set to automatic delayed start.

NVP service user passwords are strong and set to never expire. If passwords do need changing this should be
scheduled with Noetica for reconfiguration to take place.

Service usersshould be local admins of the machine.

Fragmentation levels of disks are checked periodically.

Virus exclusionsare in place.

Network/bandwidth performanceregularly monitored.

Servicemonitoring in place.

Windows updates should be enabled and configured to only run outside of operational hours.

Separate SAN disk or NAS to archive call recordings.

Sip provider can handle a minimum of15calls per second (CPS)for each 100 concurrent predictive dialler agents.
Checking firewall and routing rules with your sip provider to ensureall media ports are allowed.
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HOUSEKEEPING AND OTHER FAQ'S

This part of the describes further best practices that should be considered and maintained by IT support teams.

HARDWARE

It is essentialto manage the physical hardware that hosts the software. Below are a list of the most common items
that need to be checked.

v Disks are operating in an optimal state; degraded disks can cause major performance problems.

v RAID Controller back up batteries, these may need replacing from time to time, these batteries can savehours
of databaserepair works in a critical situation.

Serverproduction life. 3-5yearsis the usual bracket for operating a live production server within.
Serverinfrastructure should be placed under a support agreement so that replacement parts can be acquired in
atimely manner.

Network connectivity to the serverinfrastructure is adequately managedand configured.

ANAN
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WINDOWS OPERATING SYSTEM

The installation, configuration and maintenance of the Serveroperating systemsis also essential for correct systems
operation.

The operating system should be patched regularly against a set schedule.

Malware Protection should be configured and updated.

Exceptions should be in place for specified Synthesysdirectories.

Backup processesshould be in place.

SQL Backup is especially important, asregular transactional log backups should be managed
Disk space should be monitored and neverallowed to be low.

Serverreal-time monitoring tools should be enabled to provide proactive information.

AN N NN NN

SERVER PERFORMANCE

Serverchecks should be carried out against the points listed below on all serves, this is especially important if
server monitoring systemshave not been implemented.

v Hard disks have sufficient free space.

v Check to ensurethat memory and CPUusageis not operating at high utilisation, ie 100%

v Check to ensurethat hard disk usage (disk queuing) is outside of normal operating values. Windows Resource
Manager can be used for identifying processesthat are causing the serversperformance to be hindered. A
common causeof performance problems have been certain Malware protection products and backup services
that operate during operational hours.

ANTIVIRUS & END POINT PROTECTION

Serverperformance can severelybe hampered with real time scanning enabled, this can either block the
communications between the serverand client machines or severelyincrease load on server resources which
could causea number of performance related issuesfor the contact centre and agents. Noetica do not make any
recommendations on Anti-Virus Products but do recommended you chose an AV where exclusionscan be defined
when real time scanning. Full system scanscan still be scheduled outside of contact centre operational hours.
Pleasecheck following AV exclusionsare set from real time scanning, the below paths should include all
subdirectories.

* App
\\APP_SERVER\Synthesys*\Program files\Noetica\Synthesys.NET

- Web
*\Program file\Noetica\Synthesys.NET

* NVP
*\Synthesys\ *\Voice Platform\

Noetica.



SQL DATABASE MANAGEMENT

The SQL database is probably the most important components of the system. Microsoft SQL Servermanages
many basic tasks within its standard installation however, the Synthesysdatabasescan grow due to all of the call
and campaign data that is managed by the system. It will be a requirement for a SQL Database Administrator to be
allocated to manage the SQL Serverdatabases on ascheduled basis.

APPLICATION MANAGEMENT

Within the Synthesys/MiCC Outbound product is the Housekeeperservice and its configuration is accessiblevia
the Core Servicescontrol Panel. This service allows some lightweight tidy-up of the DBand will be covered in detail
during systemtraining. It isimportant that this is configured before beginning to use Synthesysin a production
environment. Initial configuration is required and other higher levels of DBA support would be required later to
manage data levels and other tables.

The Housekeepershould be configured with different valuesdepending on the sizeof platform and other
components that maybe enabled. A large contact centre will generally store 120days of data in the production
system, any data older than this will be archived and accessedwithin a separate data store.

Core Services Control Panel = O >
Servicca  Advanced  |oga

House Keeper Predictive Dialler Spider  All Services

~ Mow
Frequency
O Every D Minutes
® Evey |1 | Days,at [0320 {HH:MM)
() Only Manually
Taks to Perform
[ Uelete Iransaction files that are more than Days Old
[] Delete Mhoenix Switch recornds that ane mons than Daya Oid

[ &itn-Archive Inactive Sequences (Calls)
[ Check Database and log results to HouseKeeperlog

[ Delets Report Fun spool files (e g. TIF fis) that are mors than o ] pasou
[ Delete E-mailfiles that are more than Days Oid
[ Delete log files that are more than Days Oid
[ Delete CTI_Audt records that are more than 30 | paysow
[ Delete Phocnix_Statistica rocorda that arc more than Daye Old
[ Delete Dialrecordsonly Limt [0 | Records. Chunk Size Records
[ Fox Phosnix_Statistics Campaign IDs records that ar= more than [0 ] pasou
[] Dslste Phosrix_Recycing records that are mors than Days O
[] Delete Phoenix_Report_Run records that are more than Days Oid v

Noetica.



FIREWALL AND PORTS

The following network ports are used within the solution:

'g 5060 (UDP/TCP)
= RTP 1024— 65535 (UDP)
§ 85/86, 135,1433 )
5 1434, 5100-5200, (
E 8900, SMB, ICMP 5060 (UDPITCP)
§ NVP RTP 1024— 65535 (UDP)
80, 85/86, 6060, 8900, 80, 85/86, 6060, 8900, Ports
8901,SMB, ICMP 8901,SMB, ICMP 6060 (UDP/ZCP)
1024—- 65535 (UDP
80, 85/86, 135,5100-5200, ( )
e 8900, SMB, ICMP Agent Phone
8900, SMB, ICMP (
é Ports
80, 81,443
b b Kerberos
SQL 85/86, 135,1433, APP 80, 85/86, 135, ‘_‘
1434, 5100-5200, 5100-5200, 8900
T 8900, SMB, ICMP T SMBICMP T AAgen;PC |
gent Porta
Dialler Managers& Supervisors
Synthesys Mangement
SynthesysWorkstation Client Applications e T e
Live Monitor e following port range
Switch Monitor Ports need to be openedto the application
Interaction Studio 80, 81,443, 8900, 8901, server for APls:
Strategy Manger (8900 & 8901to the NVP Server)
Campaign Manger / Outbound Manager 85, 1433, 1434,135,5100-5200 + SMB, 8030 - 8199
SQI/SQM/Recycling ‘—‘ Kerberos (AD), ICMP ping

Pleasenote: Additional firewall rules and port configuration may be required depending on the overall design.

PORTS REQUIRED

'nrlglnatlng Machine Destinaation Machine Port / Protocol

{App Server ‘Web Server Ports 80, 85/86, 135, 5100-5200, 8300, SMB, ICMP

'Web Server App Server Ports B0, 85/86, 135, 5100-5200, 8900, SMB, ICMP

!App Server SOL Server Ports BS/B6, 1433, 1434, 5100-5200, 8900, SME, ICMP

!SQI. Server App Server Ports 135, 5100-5200, 8900, SMB, ICMP

'Web Server SQL Server No connection required

!CIiEHt Machines Web Server Parts 80, 81, 443, Kerberos

Client Machines App Server Ports B0, 81, 443, 8301, 85, 1433, 1434, 135, 5100-5200, SMB, Kerberos, ICMP

NVPServer  App Server Ports 80, 85/86, 5060, 6060, 8900, 8901, SMB, ICMP
!App Server NVP Server Ports 80, 85/86, 5060, 6060, 8900, 8901, SME, ICMP
ECIient Phone MWYP Server Parts 506076060, 1024-65535 (UDP)

EXPLAINATION OF PORTS
I — ———Sg Acad©riiiiiiiiIiIIIA

Port Description
85-86 Used for internal communication by Synthesys; these can be reconfigured.
80 Used for Interaction Studio to communicate with Synthesys Web Server; can be reconfigured, but this
requires manual configuration on client machines.
g1 Used for web based applications (Portal); can be reconfigured.
135, 5100-5200  Used by MSDTC. The 5100-5200 range can be reconfigured.
1434 This is used by SQL Browser to negotate SQL connections as well as browsing.
1433 Default port used for SQL Server connections; can be reconfigured.
B8900,/8901 Used for web services communication.
8030-8199 Used for API connectivity.
5060/6060 Used for SIP connectivity.
1024-65535 Used for RDP voice.

1
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APPLICATION LOGS

The Noetica Platform generate a large amount of logs for each of the SynthesysApplication modules including the
NVP. Application logs are generally stored on the serverfor 7 days and archived for 30 days before being purged;
however this can be adjusted.

v Logs can generally be found within the .\Synthesys\EventLogsfolder or on the NVP server .\Voice Platform\
LogFiles on the NVP.

Logs are named inline with the application module.

Additional logging can be found within the Phoenixdatabase,within the EventLogtable.

Microsoft Windows EventlLogs can contain details of critical errors and should be checked periodically.
Understanding of these logs do require Noetica Resourceand issues/errorsshould be logged with the Noetica
Technical Support team via a ticket

SNSSSN
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